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Abstract. In most applications of delay differential equations in population dynamics, the need
of incorporation of time delays is often the result of the existence of some stage structure. Since
the through-stage survival rate is often a function of time delays, it is easy to conceive that these
models may involve some delay dependent parameters. The presence of such parameters often greatly
complicates the task of an analytical study of such models. The main objective of this paper is to
provide practical guidelines that combine graphical information with analytical work to effectively
study the local stability of some models involving delay dependent parameters. Specifically, we shall
show that the stability of a given steady state is simply determined by the graphs of some functions
of τ which can be expressed explicitly and thus can be easily depicted by Maple and other popular
software. In fact, for most application problems, we need only look at one such function and locate
its zeros. This function often has only two zeros, providing thresholds for stability switches. The
common scenario is that as time delay increases, stability changes from stable to unstable to stable,
implying that a large delay can be stabilizing. This scenario often contradicts the one provided by
similar models with only delay independent parameters.
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1. Introduction. Due to the fact that actions and reactions take time to take
effect in real-life problems, one often introduces time delays in the variables being
modeled. This often yields delay differential and delay difference models [11], [21], [19].
Some of these models have delay dependent parameters (for example, [1], [2], [3],
[4], [9], [10], [22]), while most of them contain only parameters that are independent
of time delays.

In most applications of delay differential equations in population dynamics, the
need of incorporation of a time delay is often the result of the existence of some
stage structure [1], [3], [10], [11], [12], [15]. Indeed, just about every population goes
through some distinct life stages [23], [18]. Since the through-stage survival rate is
often a function of a time delay, it is thus easy to conceive that these models will
inevitably involve some delay dependent parameters.

In view of the fact that it is often difficult to analytically study models with delay
dependent parameters even if only a single discrete delay is present, it is natural to
resort to the help of computer programs. The main objective of this paper is to
provide practical guidelines that combine graphical information with analytical work
to effectively study the local stability of models involving delay dependent parameters.
To apply our results, one need only perform some routine computation (using our
analytical criteria) and generate some simple graphs which can be easily produced by
popular software such as Maple. The results also can be readily confirmed by some
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selective simulations using the freely available and user friendly software XPP. No
other programming skill is required.

Specifically, we shall show that the stability of a given steady state is simply
determined by the graphs of some functions of τ which can be expressed explicitly and
thus can be easily depicted by Maple and other popular software. In fact, for most
application problems, we need only look at one such function and locate its zeros.
This function often has only two zeros, providing thresholds for stability switches.
The common scenario is that as time delay increases, stability changes from stable
to unstable to stable. We hope this work will show that it is important and possible
to systematically study local stability aspects of some models with delay dependent
parameters.

In the next section, we present a general geometric criterion that, theoretically
speaking, can be applied to models with many delays, or even distributed delays [5], [7].
This is followed by a section dealing with the simple case of a first order characteristic
equation, providing more user friendly geometric and analytic criteria for stability
switches. In section 4, we accomplish the same for the second order case. The analyt-
ical criteria provided for the first and second order cases can be used to obtain some
insightful analytical statements and can be helpful for conducting simulations. Ex-
amples are provided for both first and second order cases to illustrate the applications
of our criteria. A discussion section concludes the paper.

2. A general geometric criterion. In this section we study the occurrence of
any possible stability switching resulting from the increase of value of the time delay
τ for the general characteristic equation

D(λ, τ) = 0.(2.1)

Here

D(λ, τ) = Pn(λ, τ) +Qm(λ, τ)e−λτ(2.2)

and

Pn(λ, τ) =

n∑
k=0

pk(τ)λ
k, Qm(λ, τ) =

m∑
k=0

qk(τ)λ
k.(2.3)

In (2.3), n,m ∈ N0, n > m, and pk(·), qk(·) : R+0→R are continuous and differen-
tiable functions of τ such that

Pn(0, τ) +Qm(0, τ) = p0(τ) + q0(τ) �= 0 ∀τ ∈ R+0,(2.4)

i.e., λ = 0 is not a characteristic root of (2.1).
In the following “—” denotes complex and conjugate. Pn(λ, τ), Qm(λ, τ) are

analytic functions in λ and differentiable in τ for which we assume ([21, p. 83]; see
also [8] and [6]) the following:

(i) If λ = iω, ω ∈ R, then Pn(iω, τ) +Qm(iω, τ) �= 0, τ ∈ R;
(ii) lim sup{|Qm(λ, τ)/Pn(λ, τ)| : |λ|→∞,Re λ ≥ 0} < 1 for any τ ;
(iii) F (ω, τ) := |Pn(iω, τ)|2 − |Qm(iω, τ)|2 for each τ has at most a finite number

of real zeros.
(iv) Each positive root ω(τ) of F (ω, τ) = 0 is continuous and differentiable in τ

whenever it exists.
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Assumption (i) implies that Pn(λ, τ) and Qm(λ, τ) have no common imaginary
roots. This is needed to ensure that threshold time delays can be explicitly expressed
(see the comment after (2.10)). Assumption (ii) is needed to ensure that there are
no roots bifurcating from infinity. Assumption (iii) is needed to ensure that there are
only finite “gates” for roots to cross the imaginary axis for any given τ. Assumption
(iv) is needed to compute the derivative of the imaginary roots with respect to τ. We
remark also that, since Pn, Qm have real coefficients, then

Pn(−iω, τ) = Pn(iω, τ), Qm(−iω, τ) = Qm(iω, τ)(2.5)

for each τ and any real ω, thus ensuring that if λ = iω for some real ω is a characteristic
root of (2.1), then also λ = −iω is a characteristic root. In the following, we will drop
the indices n,m from Pn, Qm. Furthermore, we will denote by PR, QR the real parts
of P and Q, respectively, and by PI , QI the imaginary parts of P and Q, respectively.
Hence, we can write

P (λ, τ) = PR(λ, τ) + iPI(λ, τ), Q(λ, τ) = QR(λ, τ) + iQI(λ, τ),(2.6)

where PR, PI , QR, QI are real functions. In the following we will use this nomen-
clature for derivatives. The total derivative, say of P (λ, τ), with respect to τ will be
denoted by

DτP (λ, τ) := P ′
λ(λ, τ)

dλ

dτ
+ P ′

τ (λ, τ),(2.7)

where P ′
λ(λ, τ) := ∂λP (λ, τ), P

′
τ (λ, τ) := ∂τP (λ, τ) are the partial derivatives with

respect to λ, τ , respectively. Of course, after the partial derivation of P (λ, τ) with
respect to λ, its real part can be separated from its imaginary one. We then have

P ′
λ(λ, τ) = P ′

Rλ
(λ, τ) + iP ′

Iλ
(λ, τ)(2.8)

and the same nomenclature applies for derivatives of Q(λ, τ). Similarly, F ′
ω(ω, τ) =

∂ωF (ω, τ) denotes the partial derivative of F (ω, τ) with respect to ω, and so on. This
stated, let us consider the general problem. Since for increasing τ the imaginary axis
cannot be crossed by λ(τ) = 0 for some τ > 0 (see (2.4)), we look for the occurrence
of a pair of simple and conjugate imaginary roots λ = ±iω(τ), ω(τ) real and positive,
which crosses the imaginary axis at some positive τ value, say τ∗. Because of (2.5),
without loss of generality, we can consider just λ = iω(τ), ω(τ) > 0, and the possibility
that it is a root of the characteristic equation (2.1). Then ω(τ) must satisfy the
following:

{
QI(iω, τ) sinωτ +QR(iω, τ) cosωτ = −PR(iω, τ),
−QR(iω, τ) sinωτ +QI(iω, τ) cosωτ = −PI(iω, τ),

(2.9)

which gives



sinωτ =
−PR(iω, τ)QI(iω, τ) + PI(iω, τ)QR(iω, τ)

|Q(iω, τ)|2 ,

cosωτ = −PR(iω, τ)QR(iω, τ) + PI(iω, τ)QI(iω, τ)

|Q(iω, τ)|2 ,
(2.10)

where |Q(iω, τ)|2 �= 0 because of assumption (i) (since D(iω, τ) = Q(iω, τ) = 0
together imply P (iω, τ) = 0).
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On the other hand, since (2.10) can be written as

sinωτ = Im

(
P (iω, τ)

Q(iω, τ)

)
, cosωτ = −Re

(
P (iω, τ)

Q(iω, τ)

)
,

if ω satisfies (2.10), then ω(τ) must satisfy that

|P (iω, τ)|2 = |Q(iω, τ)|2,(2.11)

i.e., ω(τ) must be a (positive) root of

F (ω, τ) := |P (iω, τ)|2 − |Q(iω, τ)|2.(2.12)

Assume that I ⊆ R+0 is the set where ω(τ) is a positive root of (2.12) and for τ /∈ I,
ω(τ) is not definite. Then for all τ in I, ω(τ) satisfies that

F (ω, τ) = 0.(2.13)

Hence, differentiating (2.13) with respect to τ we get

F ′
ω(ω, τ)ω

′ + F ′
τ (ω, τ) = 0, τ ∈ I,(2.14)

where {
F ′
ω = 2[(P ′

Rω
PR + P ′

Iω
PI)− (Q′

Rω
QR +Q′

Iω
QI)],

F ′
τ = 2[(P ′

Rτ
PR + P ′

Iτ
PI)− (Q′

Rτ
QR +Q′

Iτ
QI)].

(2.15)

Now it is important to notice that if τ /∈ I, then there are no positive ω(τ) solutions
of (2.13), and we cannot have stability switches. Furthermore, for any τ ∈ I where
ω(τ) is a positive solution of (2.13), we can define the angle θ(τ) ∈ [0, 2π] as the
solution of (2.10):




sin θ(τ) =
−PR(iω, τ)QI(iω, τ) + PI(iω, τ)QR(iω, τ)

|Q(iω, τ)|2 ,

cos θ(τ) = −PR(iω, τ)QR(iω, τ) + PI(iω, τ)QI(iω, τ)

|Q(iω, τ)|2 ,
(2.16)

and the relation between the arguments “θ(τ)” in (2.16) and “ω(τ)τ” in (2.10) for
τ ∈ I must be

ω(τ)τ = θ(τ) + n2π, n ∈ N0.(2.17)

Hence, we can define the maps τn : I→R+0 given by

τn(τ) :=
θ(τ) + n2π

ω(τ)
, n ∈ N0, τ ∈ I,(2.18)

where ω(τ) is a positive root of (2.13). Let us introduce the functions I→R,

Sn(τ) := τ − τn(τ), τ ∈ I, n ∈ N0,(2.19)

that are continuous and differentiable in τ as shown in the following lemma.
Lemma 2.1. Assume that ω(τ) is a positive real root of (2.13) defined for τ ∈ I,

which is continuous and differentiable. Assume further that (i) holds true. Then the
functions Sn(τ), n ∈ N0, are continuous and differentiable on I.
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Proof. Assume that θ(τ) is, for example, a monotone increasing function in a
neighborhood Iδ(τ

′) of τ ′ ∈ I, where θ(τ ′) = 2π. Since θ(τ) must belong to [0, 2π]
at τ ′, θ(τ) may have a jump of height 2π down to 0 at τ ′. This will give rise to the
first kind of discontinuity for τn(τ) and Sn(τ) with a jump of height 2π/ω(τ ′) at τ ′.
Without such a discontinuity, Remark 4.1 (see below) implies that θ(τ) is continuous
and differentiable on I and so are τn(τ) and Sn(τ). Thus it is enough to prove that
θ(τ) �= 0, 2π on I, and hence θ(τ) ∈ (0, 2π) on I. Assumption (i) implies that either

(a) PR(iω, τ) +QR(iω, τ) �= 0, or
(b) PI(iω, τ) +QI(iω, τ) �= 0.

Assume first that (a) holds true. Then either
(a1) PR(iω, τ) �= 0, or
(a2) QR(iω, τ) �= 0.

Assume now that (a1) is true. If θ(τ) = 0, 2π, then sin θ(τ) = 0 and cos θ(τ) = 1.
From the first of (4.16), we have

QI = PIQR/PR.

Substituting this into the second equation of (4.16) yields (since ω is a root of
F (ω, τ) = 0)

cos θ(τ) = −QR/PR.

Hence cos θ(τ) = 1 implies that PR + QR = 0, contradicting (a). The proof for case
(a2) is similar and so is the proof for (b). This proves the lemma.

We can also prove the following theorem.
Theorem 2.2. Assume that ω(τ) is a positive real root of (2.13) defined for

τ ∈ I, I ⊆ R+0, and at some τ∗ ∈ I,

Sn(τ
∗) = 0 for some n ∈ N0.(2.20)

Then a pair of simple conjugate pure imaginary roots λ+(τ
∗) = iω(τ∗), λ−(τ∗) =

−iω(τ∗) of (2.1) exists at τ = τ∗ which crosses the imaginary axis from left to right
if δ(τ∗) > 0 and crosses the imaginary axis from right to left if δ(τ∗) < 0, where

δ(τ∗) = sign

{
dRe λ

dτ

∣∣∣∣
λ=iω(τ∗)

}
= sign{F ′

ω(ω(τ
∗), τ∗)}sign

{
dSn(τ)

dτ

∣∣∣∣
τ=τ∗

}
.(2.21)

Proof. The existence part of the theorem follows from the requirement (2.17)
which ensures that if and only if τ∗ ∈ I is a zero of Sn(τ) for some n ∈ N0, λ =
±iω(τ∗) together with ω(τ∗) > 0, a solution of (2.13), are characteristic roots of (2.1).

To prove the geometric criterion (2.21) we remark that

sign

{
dReλ

dτ

}
= sign

{
Re

(
dλ

dτ

)−1}
.

Then differentiating (2.1) with respect to τ we obtain that

(
dλ

dτ

)
[P ′

λ(λ, τ) + (Q′
λ(λ, τ)− τQ(λ, τ))e−λτ ]

= λQ(λ, τ)e−λτ − [P ′
τ (λ, τ) +Q′

τ (λ, τ)e
−λτ ].(2.22)
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From (2.2), we have

eλτ = −Q(λ, τ)
P (λ, τ)

.(2.23)

Hence, we obtain

(
dλ

dτ

)−1

=

(
−P

′
λ(λ, τ)

P (λ, τ)
+
Q′

λ(λ, τ)

Q(λ, τ)
− τ

)
/

(
λ+

P ′
τ (λ, τ)

P (λ, τ)
− Q′

τ (λ, τ)

Q(λ, τ)

)
,(2.24)

where P (iω, τ), Q(iω, τ) �= 0 due to assumption (i). Assume that λ = iω(τ), where
ω(τ) > 0 is a root of (2.13). Then from (2.24) we obtain

sign

{
dRe λ

dτ

∣∣∣∣
λ=iω

}

= sign Re

{−P ′
λ(iω, τ)P (iω, τ) +Q′

λ(iω, τ)Q(iω, τ)− τ |P (iω, τ)|2
P ′
τ (iω, τ)P (iω, τ)−Q′

τ (iω, τ)Q(iω, τ) + iω|P (iω, τ)|2
}
.(2.25)

Now we remark that

iP ′
λ(iω, τ) = P ′

ω(iω, τ), iQ′
λ(iω, τ) = Q′

ω(iω, τ).(2.26)

Hence, in (2.25) we have

−P ′
λ(iω, τ)P (iω, τ) +Q′

λ(iω, τ)Q(iω, τ)

= i[(P ′
Rω
PR + P ′

IωPI)− (Q′
Rω
QR +Q′

IωQI)]

−[(P ′
IωPR − PIP

′
Rω

)− (Q′
IωQR −QIQ

′
Rω

)],(2.27)

which due to (2.15) becomes

−P ′
λ(iω, τ)P (iω, τ) +Q′

λ(iω, τ)Q(iω, τ)

= i
F ′
ω(ω, τ)

2
− [(PRP

′
Iω − PIP

′
Rω

)− (QRQ
′
Iω −QIQ

′
Rω

)].(2.28)

Similarly, in (2.25) we have

P ′
τ (iω, τ)P (iω, τ)−Q′

τ (iω, τ)Q(iω, τ)

=
1

2
F ′
τ (ω, τ) + i[(PRP

′
Iτ − PIP

′
Rτ

)− (QRQ
′
Iτ −QIQ

′
Rτ

)].(2.29)

Furthermore, remember that from (2.14)

F ′
τ (ω, τ) = −F ′

ω(ω, τ)ω
′.(2.30)

Hence, from (2.28)–(2.30) in (2.25) we obtain

sign

{
dRe λ

dτ

∣∣∣∣
λ=iω

}
= sign Re

{−2{U + τ |P (iω, τ)|2}+ iF ′
ω(ω, τ)

F ′
τ (ω, τ) + i2{V + ω|P (iω, τ)|2}

}
,

where

U := (PRP
′
Iω−PIP

′
Rω

)−(QRQ
′
Iω−QIQ

′
Rω

), V := (PRP
′
Iτ−PIP

′
Rτ

)−(QRQ
′
Iτ−QIQ

′
Rτ

).
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Simple computation yields

sign

{
dRe λ

dτ

∣∣∣∣
λ=iω

}
= sign {F ′

ω(ω, τ)} sign

{
τω′ + ω +

Uω′ + V

|P (iω, τ)|2
}
.(2.31)

Now observe that if Sn(τ
∗) = 0, then S′

n(τ
∗) = (ω(τ∗)+τ∗ω′(τ∗)−θ′(τ∗))/ω(τ∗),

which gives

sign {S′
n(τ

∗)} = sign {ω(τ∗) + τ∗ω′(τ∗)− θ′(τ∗)},(2.32)

where θ′(τ∗) can be computed with the help of (2.16). Let

{
ψ(τ) = −PR(iω, τ)QI(iω, τ) + PI(iω, τ)QR(iω, τ),
ϕ(τ) = PR(iω, τ)QR(iω, τ) + PI(iω, τ)QI(iω, τ);

(2.33)

then for all τ ∈ I, θ′(τ) is defined as (see Remark 2.1)

θ′(τ) =
ψ(τ)ϕ′(τ)− ψ′(τ)ϕ(τ)

|P (iω, τ)|4 ,(2.34)

where 


ϕ′(τ) = (P ′
Rω
QR + PRQ

′
Rω

+ P ′
Iω
QI + PIQ

′
Iω
)ω′

+(P ′
Rτ
QR + PRQ

′
Rτ

+ P ′
Iτ
QI + PIQ

′
Iτ
),

ψ′(τ) = (−P ′
Rω
QI − PRQ

′
Iω

+Q′
Rω
PI +QRP

′
Iω
)ω′

+(−P ′
Rτ
QI − PRQ

′
Iτ

+Q′
Rτ
PI +QRP

′
Iτ
).

(2.35)

Hence, from (2.34), (2.35) we have

|P (iω, τ)|4θ′(τ) = ω′{(P ′
Rω
QR + PRQ

′
Rω

+ P ′
IωQI + PIQ

′
Iω )(−PRQI +QRPI)

(−P ′
Rω
QI − PRQ

′
Iω +Q′

Rω
PI +QRP

′
Iω )(PRQR + PIQI)}

+(P ′
Rτ
QR + PRQ

′
Rτ

+ P ′
IτQI + PIQ

′
Iτ )(−PRQI +QRPI)

−(−P ′
Rτ
QI − PRQ

′
Iτ +Q′

Rτ
PI +QRP

′
Iτ )(PRQR + PIQI)

≡ ω′A+B.(2.36)

It can be shown that

A = −(P 2
R + P 2

I )Q
′
Rω
QI − (Q2

R +Q2
I)PRP

′
Iω + P ′

Rω
PI(Q

2
R +Q2

I)

+(P 2
R + P 2

I )QRQ
′
ω

= (P ′
Rω
PI − PRP

′
Iω )|P (iω, τ)|2 − (Q′

Rω
QI −QRQ

′
Iω )|P (iω, τ)|2(2.37)

and

B = −(P 2
R + P 2

I )(Q
′
Rτ
QI −QRQ

′
Iτ ) + (Q2

R +Q2
I)(P

′
Rτ
PI − PRP

′
Iτ )

= |P (iω, τ)|2(QRQ
′
Iτ −Q′

Rτ
QI)− |P (iω, τ)|2(PRP

′
Iτ − P ′

Rτ
PI).(2.38)

Hence, from (2.36)–(2.38) we obtain

θ′(τ) = −ω
′[(P ′

Iω
PR − P ′

Rω
PI)− (QRQ

′
Iω

−Q′
Rω
QI)]

|P (iω, τ)|2

− [(PRP
′
Iτ

− P ′
Rτ
PI)− (QRQ

′
Iτ

−Q′
Rτ
QI)]

|P (iω, τ)|2 = − Uω′ + V

|P (iω, τ)|2 .(2.39)
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Therefore, if we substitute (2.39) evaluated at τ∗ in (2.32), and we compare the result
with (2.31), we find that

sign

{
dRe λ

dτ

∣∣∣∣
λ=iω(τ∗)

}
= sign {F ′

ω(ω, τ
∗)}sign {S′

n(τ
∗)},

thus completing the proof.
Remark 2.1. Assume that θ(τ) ∈ (0, 2π), τ ∈ I, where θ(τ) is defined by (2.16).

According to (2.35), we can rewrite (2.16) as

sin θ(τ) =
ψ(τ)

|Q(iω, τ)|2 , cos θ(τ) = − ϕ(τ)

|Q(iω, τ)|2 , τ ∈ I,(2.40)

where ψ,ϕ are continuous and differentiable functions of τ such that ψ2 + ϕ2 =
|P (iω, τ)|4 and |Q(iω, τ)|2 = |P (iω, τ)|2 for τ ∈ I. Hence, we have

θ(τ) = arctan(−ψ(τ)/ϕ(τ)) if sin θ(τ) > 0, cos θ(τ) > 0;

θ(τ) = π/2 if sin θ(τ) = 1, cos θ(τ) = 0;

θ(τ) = π + arctan(−ψ(τ)/ϕ(τ)) if cos θ(τ) < 0;

θ(τ) = 3π/2 if sin θ(τ) = −1, cos θ(τ) = 0;

θ(τ) = 2π + arctan(−ψ(τ)/ϕ(τ)) if sin θ(τ) < 0, cos θ(τ) > 0.(2.41)

It is easy to see that the function θ(τ) defined above is continuous on I. Furthermore
θ′(τ) is well defined for θ(τ) ∈ (0, 2π) and it is indeed given by (2.34). Observe
that if θ(τ) �= π/2, 3π/2, then ϕ(τ) �= 0, and (2.34) simply follows from (2.41). When
θ(τ) = π/2, 3π/2, we have ϕ(τ) = 0. In this case, we compute θ′(τ) directly from (2.40)
and obtain

−(sin(θ(τ)))θ′(τ) = (−ϕ(τ)/(ψ2(τ) + ϕ2(τ))1/2)′.(2.42)

Since sin θ(τ) �= 0 (i.e., ψ(τ) �= 0), it is easy to see that (2.42) implies (2.34) as well.
Therefore, if θ(τ) ∈ (0, 2π), τ ∈ I, then θ(τ) is continuous and differentiable. If

in addition, ω(τ) is positive, continuous, and differentiable on I, then functions τn(τ)
and Sn(τ), n ∈ N0, are all continuous and differentiable.

Remark 2.2. Instead of looking for zeros of Sn, we can look for the zeros of, say,
Zn = ωSn = ωτ − θ(τ) − 2nπ = Z0 − 2nπ. Since ω > 0, they have the same zeros,
and all the functions Zn have the same shape as Z0 (they are simply shifted down
by 2nπ). Furthermore it is easy to check that sign(S′

n) = sign(Z ′
n) when considering

the derivative with respect to τ at the same zero as Sn and Zn. In most cases of
applications, we can assume that I = [0, τ1) with ω(0) > 0 and ω(τ) → 0 as τ → τ1.
Then clearly Zn(0) < 0 and Zn(τ) < 0 as τ → τ1. Hence either Zn is negative or it
has an even number of zeros (taking into account multiplicity of the zeros).

3. First order characteristic equation. In this section, we consider the first
order characteristic equation

D(λ, τ) = 0,(3.1)

where

D(λ, τ) = a(τ)λ+ b(τ) + c(τ)e−λτ ,(3.2)
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which belongs to the general class

D(λ, τ) = Pn(λ, τ) +Qm(λ, τ)e−λτ ,(3.3)

where Pn, Qm are polynomials in λ with n > m. In our case P (λ, τ) := Pn(λ, τ) =
a(τ)λ+ b(τ) is a first order polynomial in λ, Q(λ, τ) := Qm(λ, τ) = c(τ). The coeffi-
cients a, b, c are real smooth functions of τ assumed to have continuous derivatives in
τ and

b(τ) + c(τ) �= 0 ∀τ ≥ 0.(3.4)

Due to assumption (3.4), λ = 0 cannot be a root of (3.1) and a stability switch (or
a cross of the imaginary axis) necessarily occurs with λ = ±iω with ω > 0. Without
loss of generality assume λ = iω, ω > 0, as a root of (3.2). Hence at λ = iω we have

P (iω, τ) = b(τ) + iωa(τ), Q(iω, τ) = c(τ),(3.5)

i.e.,

F (ω, τ) = |P (iω, τ)|2 − |Q(iω, τ)|2 = ω2a2 + b2 − c2,(3.6)

from which F (ω, τ) = 0 gives a solution for ω(τ) > 0:

ω(τ) =

(
c2(τ)− b2(τ)

a2(τ)

)1/2

,(3.7)

which is defined if |c(τ)| > |b(τ)| and a(τ) �= 0. Furthermore, since PR(iω, τ) = b(τ),
PI(iω, τ) = ωa(τ), QR(iω, τ) = c(τ), QI(iω, τ) = 0, (2.16) give

sin θ(τ) =
ω(τ)a(τ)

c(τ)
, cos θ(τ) = −b(τ)

c(τ)
.(3.8)

Let

I = {τ : τ ≥ 0, a(τ) �= 0 and |b(τ)| < |c(τ)|}.
Let θ(τ) ∈ I be the solution of (3.8). Then a stability switch may occur, through the
roots λ = ±iω(τ), where ω(τ) > 0 is given by (3.7), at the τ values

τn =
θ(τ) + n2π

ω(τ)
(3.9)

for n ∈ N0 := {0, 1, 2, . . .}. Then for each n ∈ N0 (3.9) defines the maps τn : I→R+0,
and the stability switch may occur only for the τ values at which

τn(τ) = τ for some n ∈ N0.(3.10)

Hence (3.7), (3.8) define the maps (3.9), and the occurrence of stability switches takes
place at the zeros of the functions

Sn(τ) := τ − τn(τ), n ∈ N0.(3.11)

Remark 3.1. We remark here that for τ ∈ I, θ(τ) is continuous and differentiable
in τ. To see this, we observe that due to (3.4), we have cos θ(τ) �= 1 for τ ∈ I. Hence
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for τ ∈ I, θ(τ) �= 0, 2π. This shows that θ(τ) is continuous and differentiable. As a
result, we see that τn(τ) are also continuous and differentiable for τ ∈ I. Now we want
to see if it is possible to determine the direction in which the pair of imaginary roots
λ = ±iω(τ∗) (where τ∗ is such that Sn(τ

∗) = 0 for some n) crosses the imaginary axis
as τ increases. In view of the fact that it is now quite straightforward to generate the
graphs of Sn(τ) by popular software such as Maple, we want to connect the rather
abstract value of

R(τ) := sign

{
dReλ

dτ

∣∣∣∣
λ=iω(τ∗)

}

with the intuitive and easy to use one

S(τ) := sign

{
dSn(τ)

dτ

∣∣∣∣
τ=τ∗

}
= sign

{
1− dτn(τ)

dτ

∣∣∣∣
τ=τ∗

}
.(3.12)

Observe that

F ′
ω(ω, τ) = 2ωa2 > 0(3.13)

since ω(τ) > 0. Therefore, (2.21) in Theorem 2.2 becomes

sign

{
dRe λ

dτ

∣∣∣∣
λ=iω(τ∗)

}
= sign

{
dSn(τ)

dτ

∣∣∣∣
τ=τ∗

}
.(3.14)

Hence, we have the following.
Theorem 3.1. The characteristic equation (3.1) admits a pair of simple and

conjugate roots λ+(τ
∗) = iω(τ∗), λ−(τ∗) = −iω(τ∗), ω(τ∗) > 0, at τ∗ ∈ I if Sn(τ

∗) =
0, for some n ∈ N0. This pair of simple conjugate pure imaginary roots crosses the
imaginary axis from left to right if δ(τ∗) > 0 and crosses the imaginary axis from
right to left if δ(τ∗) < 0, where

δ(τ∗) = sign

{
dReλ

dτ

∣∣∣∣
λ=iω(τ∗)

}
= sign

{
dSn(τ)

dτ

∣∣∣∣
τ=τ∗

}
.(3.15)

The following analytical result on R(τ) is useful for determining analytically the
τ values at which a stability switch occurs.

Theorem 3.2. For the characteristic equation (3.1),

sign

{
dReλ

dτ

∣∣∣∣
λ=iω(τ∗)

}
= sign {a2(τ)ω(τ)ω′(τ)(a(τ)b(τ) + c(τ)2τ)(3.16)

+ω2(τ)a2(τ)(a′(τ)b(τ)− a(τ)b′(τ) + c2(τ))}.
Proof. Denote by a′, b′, c′ the derivatives of a(τ), b(τ), c(τ) with respect to τ .

Differentiating (3.1) with respect to τ we obtain

dλ

dτ
=
λc(τ)e−λτ − (a′(τ)λ+ b′(τ) + c′(τ)e−λτ )

a(τ)− c(τ)τe−λτ
.(3.17)

It is convenient to consider (dλ/dτ)−1. Hence, from (3.17) we have

(
dλ

dτ

)−1

=
a(τ)eλτ − c(τ)τ

λc(τ)− (a′(τ)λ+ b′(τ))eλτ − c′(τ)
,(3.18)
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where, due to (3.1)

eλτ = − c(τ)

a(τ)λ+ b(τ)
.(3.19)

Therefore, substituting (3.19) in (3.18), we have

(
dλ

dτ

)−1

=
− a(τ)c(τ)

a(τ)λ+b(τ) − c(τ)τ

λc(τ) + c(τ)(a′(τ)λ+b′(τ))
a(τ)λ+b(τ) − c′(τ)

.(3.20)

Now, we compute (3.20) at λ = iω(τ). We have

(
dλ

dτ

)−1∣∣∣∣
λ=iω(τ)

=
− ac(b−iωa)

(ω2a2+b2) − cτ

iωc+ c(iωa′+b′)(b−iωa)
ω2a2+b2 − c′

.(3.21)

Since ω2(τ)a2(τ) + b2(τ) = c2(τ) for any τ ∈ I, we obtain

(
dλ

dτ

)−1∣∣∣∣
λ=iω(τ)

=
−(ab+ c2τ) + iωa2

ω2aa′ + bb′ − cc′ + iω(a′b− ab′ + c2)
.(3.22)

Since F (ω, τ) = 0 for all τ ∈ I, we obtain

−ωω′a2 = ω2aa′ + bb′ − cc′(3.23)

for all τ ∈ I, which substituted in (3.22) provides

(
dλ

dτ

)−1∣∣∣∣
λ=iω(τ)

=
−(a(τ)b(τ) + c(τ)2τ) + iω(τ)a(τ)2

−a2(τ)ω(τ)ω′(τ) + iω(τ)(a′(τ)b(τ)− a(τ)b′(τ) + c2(τ))
.(3.24)

Therefore, we have

R(τ) = sign {a2(τ)ω(τ)ω′(τ)(a(τ)b(τ) + c(τ)2τ) + ω2(τ)a2(τ)(a′(τ)b(τ)
−a(τ)b′(τ) + c2(τ))},(3.25)

proving the theorem.
Example. As an example of first order characteristic equations with delay depen-

dent coefficients, we consider the first model with time delay (simpler one) introduced
by Bence and Nisbet [3] for a population of sessile invertebrates. (This population
was previously studied by Roughgarden, Iwasa, and Baxter [25] and Roughgarden
and Iwasa [24] in terms of different mathematical models.) This model is a two-stage
model in which the population is divided into an adult population, which is explicitly
modeled, and a juvenile population which is modeled implicitly. The model takes the
form

dA

dt
= se−mJτ max{0, 1− aAA(t− τ)} −mAA(t),(3.26)

where A(t) represents the adult population, s is the settlement rate of juveniles,
e−mJτ is the through-stage survival probability of juveniles, mA is the mortality rate
of adults, and τ is the fixed time delay between settlement and recruitment into
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the adult population. Finally aA > 0 is the amount of space occupied by an adult
individual. The characteristic equation at steady state takes the form (3.1) with

a(τ) = 1, b(τ) = mA, c(τ) = aAse
−mJτ ,(3.27)

and τ ∈ R+0. Furthermore,

b(0) + c(0) = mA + aAs > 0,

thus ensuring that at τ = 0 we have one negative eigenvalue.
Let ω(τ) be the positive solution of

ω2(τ) = a2
As

2e−2mJτ −m2
A(3.28)

which exists provided that

aAs > mA, τ < τ1 :=
1

mJ
log

(
aAs

mA

)
.(3.29)

Then, eigenvalues λ+ = iω(τ), λ− = −iω(τ), ω(τ) > 0, can only occur for delays τ in
the interval I = (0, τ1). No stability switches for τ ≥ τ1. It is interesting to determine
the values of τ at which R(τ) = 1 and those at which R(τ) = −1. To this end we can
use formula (3.16)

R(τ) = sign {a2ωω′(ab+ c2τ) + ω2a2(a′b− ab′) + ω2c2},
where a, b, c are coefficients in (3.27) and ω is defined by (3.28). From (3.27) we see
that a′ = b′ = 0, ab = mA,

ωω′ = −mJa
2
As

2e−2mJτ = −mJc
2.(3.30)

Substituting (3.30) in (3.16) we obtain

R(τ) = sign {−mJc
2(mA + c2τ) + ω2c2}

= sign {−mA(mJ +mA)− c2(mJτ − 1)}.(3.31)

Then if (1/mJ) < τ1, (3.31) shows that in the interval ((1/mJ), τ1) we have R(τ) =
−1, i.e., possible stability switches can only occur toward stability. Assume that
τ < min{(1/mJ), τ1}. Then (3.31) takes the form

R(τ) = sign {(1−mJτ)a
2
As

2e−2mJτ −mA(mJ +mA)},(3.32)

which yields the following conclusions:
(i) If the parameters satisfy

mA < aAs < mA

(
1 +

mJ

mA

)1/2

,(3.33)

then for all τ ∈ [0, τ1) we have R(τ) = −1. In such cases, a stability switch from
unstable to stable may occur. Since at τ = 0 the steady state is asymptotically
stable, then it remains asymptotically stable for all τ ∈ [0, τ1).

(ii) Assume that the parameters satisfy

aAs > mA

(
1 +

mJ

mA

)1/2

.(3.34)
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Fig. 1. Graph of stability switch in terms of time delay for the first model of Bence and
Nisbet [3]. The top curve is S0(τ).

Then there exists a τc, 0 < τc < τ1, such that

sign

{
dRe λ

dτ

∣∣∣∣
λ=iω(τ)

}
> 0

in (0, τc), vanishes at τc, and is negative in (τc, τ1). τc is the unique zero of

ϕ(τ) := (1−mJτ)a
2
As

2e−2mJτ −mA(mJ +mA), τ ∈ (0, τ1).(3.35)

The statements of (i), (ii) are helpful in choosing the parameters to perform
relevant numerical simulations. In Figure 1, we plot the graph of the map S0(τ)
versus τ in the interval I = [0, τ1) for the following set of parameters satisfying (3.34):

aA = 1, mA = 1, mJ = 0.5, s = 10,

with τ1 = 4.605. The graph of S0(τ) versus τ in Figure 1 shows that S0(τ) has
two zeros, the first at the value τ01 = 0.20, the second at the value τ02 = 4.24,
and S1(τ) < 0 on (0, τ1). According to Theorem 3.1 at τ01 a stability switch occurs
toward instability whereas at τ02 the stability switch occurs toward stability. Hence,
for the model by Bence and Nisbet [3], as confirmed by other computer simulations,
intermediate delays (τ ∈ (0.2, 4.24)) show a destabilizing effect on the steady state,
whereas large delays (τ > 4.24) have a stabilizing one. For τ ∈ (τ01, τ02), the steady
state is unstable whereas it is asymptotically stable for 0 ≤ τ < τ01 and for any
τ > τ02. These results are in agreement with our computer simulations using XPP.

4. Second order characteristic equation. In this section, we consider the
characteristic equation

D(λ, τ) := λ2 + a(τ)λ+ b(τ)λe−λτ + c(τ) + d(τ)e−λτ = 0;(4.1)
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τ ∈ R+0 and a(τ), b(τ), c(τ), d(τ) : R+0→R are differentiable functions of class
C1(R+0) such that c(τ) + d(τ) �= 0 for all τ ∈ R+0, and for any τ , b(τ), d(τ) are
not simultaneously zero. We have

P (λ, τ) := Pn(λ, τ) = λ2 + a(τ)λ+ c(τ), Q(λ, τ) := Qm(λ, τ) = b(τ)λ+ d(τ).

We assume that Pn(λ, τ) and Qm(λ, τ) cannot have common imaginary roots. That
is, for any real number ω,

Pn(iω, τ) +Qm(iω, τ) �= 0.(4.2)

We have

F (ω, τ) = |P (iω, τ)|2 − |Q(iω, τ)|2 = (c− ω2)2 + ω2a2 − (ω2b2 + d2).(4.3)

Hence, F (ω, τ) = 0 implies

ω4 − ω2(b2 + 2c− a2) + (c2 − d2) = 0,(4.4)

and its roots are given by

ω2
+ =

1

2
{(b2 + 2c− a2) + ∆1/2}, ω2

− =
1

2
{(b2 + 2c− a2)−∆1/2},(4.5)

where

∆ = (b2 + 2c− a2)2 − 4(c2 − d2).(4.6)

Therefore, the following holds:

2ω2
± − (b2 + 2c− a2) = ±∆1/2.(4.7)

Furthermore, PR(iω, τ) = c(τ) − ω2(τ), PI(iω, τ) = ω(τ)a(τ), QR(iω, τ) = d(τ),
QI(iω, τ) = ω(τ)b(τ). Hence (2.16) becomes

sin θ(τ) =
−(c− ω2)ωb+ ωad

ω2b2 + d2
, cos θ(τ) = − (c− ω2)d+ ω2ab

ω2b2 + d2
,(4.8)

which jointly with (4.4) defines the maps (2.19). Now, from (4.3) we have

F ′
ω(ω, τ) = 2(c− ω2)(−2ω) + 2ωa2 − 2ωb2

= 2ω[2ω2 − (b2 + 2c− a2)]

= 2ω±[±∆1/2],(4.9)

where ω±(τ) > 0. Hence (2.21) in Theorem 2.2 becomes

sign

{
dRe λ

dτ

∣∣∣∣
λ=iω±

}
= sign {±∆1/2}sign

{
dSn(τ)

dτ

∣∣∣∣
τ=τ∗

}
.(4.10)

This proves the following theorem.
Theorem 4.1. The characteristic equation (4.1) has a pair of simple and conju-

gate pure imaginary roots λ = ±iω(τ∗), ω(τ∗) real, at τ∗ ∈ I if Sn(τ
∗) = τ∗−τn(τ∗) =

0 for some n ∈ N0. If ω(τ∗) = ω+(τ
∗), this pair of simple conjugate pure imaginary
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roots crosses the imaginary axis from left to right if δ+(τ
∗) > 0 and crosses the imag-

inary axis from right to left if δ+(τ
∗) < 0, where

δ+(τ
∗) := sign

{
dRe λ

dτ

∣∣∣∣
λ=iω+(τ∗)

}
= sign

{
dSn(τ)

dτ

∣∣∣∣
τ=τ∗

}
.(4.11)

If ω(τ∗) = ω−(τ∗), this pair of simple conjugate pure imaginary roots crosses the
imaginary axis from left to right if δ−(τ∗) > 0 and crosses the imaginary axis from
right to left if δ−(τ∗) < 0, where

δ−(τ∗) := sign

{
dRe λ

dτ

∣∣∣∣
λ=iω−(τ∗)

}
= −sign

{
dSn(τ)

dτ

∣∣∣∣
τ=τ∗

}
.(4.12)

We remark that if ω+(τ
∗) = ω−(τ∗) = ω(τ∗), then ∆(τ∗) = 0 and

sign

{
dRe λ

dτ

∣∣∣∣
λ=iω(τ∗)

}
= 0.(4.13)

The same is true when S′
n(τ

∗) = 0. The following result can be useful in identifying
values of τ where stability switches may take place. (In using this theorem, the plus
or minus signs are to be used consistently on both sides of the equations.)

Theorem 4.2. Assume that for all τ ∈ I, ω(τ) is defined as a solution of (4.4).
Then

δ±(τ) = sign {±∆1/2(τ)}signD±(τ),(4.14)

where

D±(τ) = ω2
±[(ω

2
±b

2 + d2) + a′(c− ω2
±) + bd′ − b′d− ac′]

+ω±ω′
±[τ(ω

2
±b

2 + d2)− bd+ a(c− ω2
±) + 2ω2

±a]

for all τ ∈ I.
Proof. Let us differentiate with respect to τ the characteristic equation (4.1). We

obtain (
dλ

dτ

)−1

=
− 2λ+a

λ2+aλ+c +
b

bλ+d − τ

λ+ a′λ+c′
λ2+aλ+c − b′λ+d′

bλ+d

.(4.15)

Now, let λ = iω(τ) where ω(τ) > 0 satisfies (4.4). Hence, we have

Re

(
dλ

dτ

)−1∣∣∣∣
λ=iω

= Re

{ − (2iω+a)((c−ω2)−iωa)
(c−ω2)2+ω2a2 + b(d−iωb)

d2+ω2b2 − τ

iω + (iωa′+c′)((c−ω2)−iωa)
(c−ω2)2+ω2a2 − (iωb′+d′)(d−iωb)

d2+ω2b2

}

= Re

{
[bd−τ(d2+ω2b2)−2ω2a−a(c−ω2)]+i[ω(2ω2−(b2+2c−a2))]

[ω2aa′+c′(c−ω2)−ω2bb′−dd′]+i[ω((d2+ω2b2)+a′(c−ω2)−ac′+bd′−b′d)]

}
.(4.16)

Therefore, from (4.16) we have

sign

{
Re

(
dλ

dτ

)−1∣∣∣∣
λ=iω

}
= sign{[τ(d2 + ω2b2)− bd+ a(c− ω2) + 2ω2a]

×[−ω2aa′ − c′(c− ω2) + ω2bb′ + dd′]
+ω2[2ω2 − (b2 + 2c− a2)]

×[(ω2b2 + d2) + a′(c− ω2) + bd′ − b′d− ac′]}.(4.17)
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Differentiating both sides of (4.4) with respect to τ we obtain

ωω′[2ω2 − (b2 + 2c− a2)] = −ω2aa′ − c′(c− ω2) + ω2bb′ + dd′.(4.18)

Furthermore, ω(τ) must be one of the two roots ω±(τ) given by (4.5); therefore,

2ω2
± − (b2 + 2c− a2) = ±∆1/2.(4.19)

Combining (4.18) and (4.19) in (4.17), we obtain

sign

{
Re

(
dλ

dτ

)−1∣∣∣∣
λ=iω±(τ)

}

= sign {±∆1/2(τ)}
×sign {ω2

±[(ω
2
±b

2 + d2) + a′(c− ω2
±) + bd′ − b′d− ac′]

+ω±ω′
±[τ(ω

2
±b

2 + d2)− bd+ a(c− ω2
±) + 2ω2

±a]}.
Since

sign

{
dRe λ

dτ

}
= sign

{
Re

(
dλ

dτ

)−1}
,

the proof is completed.
Remark 4.1. In almost all the application problems that we have encountered

so far that have characteristic equations of the form (4.1), often only ω+ is feasible.
In these cases, stability switches occur only at the roots of S+

0 (τ) = τ − τ+
0 (τ) = 0,

where

τ+
0 (τ) = θ+(τ)/ω+(τ), τ ∈ I,(4.20)

and θ+(τ) is the solution of (4.8) when ω = ω+.
However, if both ω+ and ω− are feasible for τ ∈ I, then we have the following

two sequences of functions on I:

S+
n (τ) = τ − (θ+(τ) + 2nπ)/ω+(τ), S−

n (τ) = τ − (θ−(τ) + 2nπ)/ω−(τ),(4.21)

where the notations are self-evident. Clearly S+
n (τ) > S+

n+1(τ) and S
−
n (τ) > S−

n+1(τ)
for all n ∈ N0, τ ∈ I. In addition to this, we have the following simple statement.

Theorem 4.3. Assume that S+
0 (τ) > S−

0 (τ) on I. Then S+
n (τ) > S−

n (τ) on I
for all n ∈ N0.

Proof. It is easy to see that S+
0 (τ) > S−

0 (τ) on I implies that

θ+(τ)/ω+(τ) < θ−(τ)/ω−(τ), τ ∈ I.(4.22)

Note that ω+(τ) > ω−(τ) on I; the theorem follows from (4.21).
Remark 4.2. When both ω+ and ω− are feasible for τ ∈ I, it is easy to imagine

that the stability switches may depend on all real roots of S+
n (τ) = 0 and S−

n (τ) = 0. In
such situations, one must examine all these possible real roots in order to determine
the stability of the equilibrium. To illustrate this, let us consider such a scenario.
Assume that Theorem 4.3 holds true and the equilibrium is asymptotically stable when
τ = 0. Assume further that S+

0 (τ) = 0 at t1 = τ+
01 and t4 = τ+

02, S
−
0 (τ) = 0 at t2 = τ−01

and t3 = τ−02, and no real roots for S+
n (τ) = 0 and S−

n (τ) = 0 when n > 0. Then it is
easy to see (Figure 2) that t1 < t2 < t3 < t4. Careful but simple examination shows
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Fig. 2. Illustration for Remark 4.2.

that the equilibrium is asymptotically stable for τ ∈ [0, t1)∪ (t2, t3)∪ ((t4,∞)∩I) and
is unstable for τ ∈ (t1, t2)∪(t3, t4).More complicated scenarios are clearly conceivable.

Example. As an example for the second order characteristic equations with de-
lay dependent coefficients, we consider the second model with time delay and stage
structure introduced by Bence and Nisbet [3] for a population of sessile invertebrates.
Again, the model is a two-stage model in which population is divided into adult and
juvenile populations, both of which are explicitly modeled. The model takes the form

J ′(t) = s[F (t)− e−mJτF (t− τ)]−mJJ(t),(4.23)

A′(t) = se−mJτF (t− τ)−mAA(t),(4.24)

F (t) = max{0, 1− aJJ(t)− aAA(t)},(4.25)

where sF (t) represents the newly settled juveniles and se−mJτF (t− τ) the ones that
become adults. When aJ = 0, this model reduces to (3.26). Here, s,mg,mA, aA are
positive constants and aJ is a nonnegative constant. This model was systematically
studied by Kuang and So in [22]. It should be mentioned here that the last statement
of their Theorem 4.1, which says that S+

0 (τ) > 0 (with respect to the positive steady
state) implies that the positive steady state is unstable, is not fully justified. To
be accurate, it requires the assumption that ω− is not feasible. The analysis and
simulation (with both Maple and XPP) we conducted so far, however, indeed suggest
that this assumption may in fact hold for all biologically meaningful parameters.

Let J∗, A∗, F ∗ denote equilibrium population sizes of juveniles, adults, and equi-
librium free space, respectively. We have

J∗ =
sF ∗

mJ
(1− e−mJτ ), A∗ =

sF ∗

mA
e−mJτ .(4.26)
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Fig. 3. Graph of stability switch in terms of time delay for the second model of Bence and
Nisbet [3]. The top curve is S0(τ).

It follows that F ∗ �= 0 and

F ∗ = 1− sF ∗
[
aJ
mJ

(1− e−mJτ ) +
aA
mA

e−mJτ

]
.(4.27)

Following the notation of Bence and Nisbet [3], σJ = saJ/mJ , σA = saA/mA, we
have

F ∗ = [1 + σJ + (σA − σJ)e
−mJτ ]−1.

Thus, system (4.23)–(4.25) has a unique positive steady state (J∗, A∗) and F ∗ < 1.
Its characteristic equation at the positive steady state takes the form

λ2 + aλ+ bλe−λτ + c+ de−λτ = 0,(4.28)

where

a = mJ +mA + aJs, b = b(τ) = (aA − aJ)se
−mJτ ,(4.29)

c = mAmJ + aJmAs, d = d(τ) = (aAmJ − aJmA)se
−mJτ .(4.30)

Clearly, c + d > 0, which implies λ = 0 can never be a root of (4.28). When τ =
0, (4.28) reduces to

λ2 + (a+ b)λ+ c+ d = 0,

which has roots with negative real parts, implying that (J∗, A∗) is locally asymptoti-
cally stable when τ = 0.

In Figure 3, we plot the graph of the map S+
0 (τ) versus τ in the interval I = [0, τ1)

for the set of parameters satisfying

aA = 1, mA = 1, aJ = 0.1, mJ = 1, s = 10,
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with τ1 = 1.49. It can be shown that for this set of parameters, ω− is not feasible for
τ ∈ I. The graph of S+

0 (τ) versus τ in Figure 3 shows that S+
0 (τ) has two zeros, the

first at the value τ01 = 0.29, the second at the value τ02 = 1.14, whereas S+
1 (τ) < 0

on I. According to Theorem 4.1 and Remark 4.1, we see that at τ01 a stability switch
occurs toward instability whereas at τ02 the stability switch occurs toward stability.
Again, we see that intermediate delays show a destabilizing effect on the steady state,
whereas large delays have a stabilizing one. For τ ∈ (τ01, τ02), the steady state is
unstable, whereas it is asymptotically stable for 0 ≤ τ < τ01 and for any τ > τ02.
These results are in agreement with our computer simulations using XPP.

5. Discussion. It is well known that for nonlinear delay systems (including many
neutral delay systems) the occurrence of characteristic roots crossing the imaginary
axis from left to right as the result of changing certain parameters often ensures the
emergence of nontrivial periodic solutions near the steady state as it becomes unstable
(Hale and Verduyn Lunel [17]). For well-constructed population models, this scenario
is to be expected. XPP simulation can easily confirm this.

We would like to stress here that the geometric criterion presented in the previous
section may also be applicable to models with several discrete delays or distributed
delays.

Consider, for an example, the following Lotka–Volterra predator prey model with
two discrete delays: {

x′(t) = x(t)[e1 − a1x(t)− a2y(t− σ)],
y′(t) = y(t)[−e2 + a3x(t− τ)− a4y(t)],

(5.1)

where all parameters are positive constants. Assume further that it has a positive
steady state E∗ = (x∗, y∗). Let r = σ/τ. The system can be reduced to the following
one with dimensionless time t/τ , which, for simplicity, we again denote by t:

{
x′(t) = τx(t)[e1 − a1x(t)− a2y(t− r)],
y′(t) = τy(t)[−e2 + a3x(t− 1)− a4y(t)].

(5.2)

At E∗, the characteristic equation is

λ2 + λa∗τ + b∗τ2 + c∗τ2e−λ(r+1) = 0,(5.3)

where a∗ = a1x
∗ + a4y

∗, b∗ = a1a4x
∗y∗, c∗ = a2a3x

∗y∗. Since τ = σ/r, we see that
the characteristic equation takes the form

λ2 + λA(r, σ) +B(r, σ) + C(r, σ)e−λ(r+1) = 0,(5.4)

where A(r, σ) = a∗σ/r, B(r, σ) = b∗σ2/r2, C(r, σ) = c∗σ2/r2, and r may vary in
R+. Clearly, for each fixed value of delay σ, we have a characteristic equation with
parameters dependent on r. Notice that all coefficients of (5.4) are positive, and hence
all its real roots must be negative. Stability switching may occur when imaginary roots
λ = iω exist and cross the imaginary axis.

It is straightforward to find that ω must be the solution of

F (ω, r) := ω4 + ω2(A2(r)− 2B(r)) +B2(r)− C2(r).(5.5)

(For simplicity, we drop the dependence of σ.) This gives

ω2
± =

1

2
{2B(r)−A2(r)± [(2B(r)−A2(r))2 + 4(C2(r)−B2(r))]1/2}.(5.6)
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Let θ(r) ∈ [0, 2π] be the solution of

cos θ(r) =
ω2(r)−B(r)

C(r)
, sin θ(r) =

ω(r)A(r)

C(r)
.(5.7)

The imaginary roots λ = ±iω, ω(r) > 0 will appear at the r values which are zeros r∗

of

Sn(r) = r + 1− θ(r) + 2nπ

ω(r)
, n ∈ N0.(5.8)

Hence, once we know such r∗, we know τ∗ = σ/r∗. This will give us a pair of delay
values (τ∗, σ) at which the stability switch may be possible when increasing the value
of r = σ/τ while keeping σ fixed. Of course, such analysis can be performed for each
σ for which the solutions (5.6) are feasible. A similar procedure can be applied to σ
while keeping τ fixed.

As an example for the applicability of our geometric criterion to models with
distributed delays, we consider the following model of single species growth:

x′(t) = f

(∫ 0

−τ

edsx(t+ s)ds

)
− g(x(t)),(5.9)

where τ is the maximum stage delay and d is the through-stage death rate, both
positive constants. The first term accounts for the births due to all the age groups
and the second term represents the death rate. Typical assumptions on f and g are
given in [20]. This model can also be viewed as a direct extension of the models
studied in [10]. Assume that it admits a positive steady state of x(t) = x∗. Then

f

(
1

d
(1− e−dτ )x∗

)
= g(x∗).

Let

a := f ′
(
1

d
(1− e−dτ )x∗

)
, b := g′(x∗).

Then the linearized equation of (5.9) takes the form

u′(t) = a

∫ 0

−τ

edsu(t+ s)ds− bu(t).(5.10)

By differentiating the above equation one more time and making some simple substi-
tution, we have

u′′(t) + (b+ d)u′(t) + (db− a)u(t) + ae−dτu(t− τ) = 0.(5.11)

Clearly, this is a special case of (4.1) and our criteria are applicable.
There are several factors that may have contributed to the current prevalence of

models containing only delay independent parameters. These include the following:
(1) the authors fail to recognize the need to have some of the parameters become delay
dependent; (2) the authors think that delay independent parameters can provide a
good enough description or approximation of the dynamics; (3) there is simply a lack
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of mathematical results and methods to deal with models involving delay dependent
parameters.

To see why it is easy to overlook the need of introducing delay dependent param-
eters in a model, let us consider the well-studied Nicholson’s blowfly model proposed
in [16]:

N ′ = R−D = R(N(t− τ))− δN = pN(t− τ)e−N(t−τ) − δN,(5.12)

where N is the sexually mature adult blowfly population density, δ is its individual
death rate, and R is the recruitment rate. In arriving at the above form of R, Gurney,
Blythe, and Nisbet [16] argued that (1) the rate at which eggs are produced depends
only on the current size of adult population, (2) each egg takes about τ units of time to
become a sexually mature adult, and (3) the probability of a given egg maturing into
a viable adult depends only on the number of competitors of the same age. However,
since an individual larva will die at a constant or average rate of d, the through-stage
survival rate for a larva to adulthood is e−dτ . Thus a more plausible model should
take the form (Cooke et al. [10])

N ′ = e−dτR(N(t− τ))− δN = pe−dτN(t− τ) exp{−N(t− τ)} − δN.(5.13)

Now, this equation has a parameter e−dτ that depends on the time delay τ.
To see the importance of introducing delay dependent parameters, we again use

models (5.12) and (5.13). It is well known [21] that for (5.12), if a positive steady state
exists and this steady state is unstable for τ = τ0, then it remains unstable for τ > τ0.
That is, a large time delay plays a destabilizing role. However, for model (5.13), one
sees the opposite [10]. What is often observed (which can be easily verified by XPP) is
that there are two threshold values 0 < τ0 < τ1 such that the positive steady state is
unstable only when τ ∈ [τ0, τ1]. Dramatic differences in dynamics provided by models
with delay dependent parameters and models with delay independent parameters like
that above seem to be the rule rather than the exception. It is also worth mention-
ing here that applying existing criteria designed for models with delay independent
parameters can lead to speculative or even erroneous statements.
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